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JEREMY LOVEJOY AND ROBERT OSBURN

Abstract. We prove general fomulas for the deviations of two overpartition ranks from the
average. These formulas are in terms of Appell–Lerch series and sums of quotients of theta
functions and can be used, among other things, to recover any of the numerous overpartition
rank difference identities in the literature. We give two illustrations.

1. Introduction

A partition of a natural number n is a non-increasing sequence of positive integers whose sum
is n. Let p(n) denote the number of partitions of n. The rank of a partition λ is the largest part
ℓ(λ) minus the number of parts n(λ). Let N(a,M, n) be the function which counts the number
of partitions of n into parts with rank congruent to a modulo M . The study of these counting
functions is one of the major themes in the theory of partitions. There is a vast literature on
generating functions for N(a,M, n), including identities, inequalities, asymptotics and (mock)
modularity properties.

Generating functions for N(a,M, n) were recently revisited by Hickerson and Mortenson [15]
using a calculus for the Appell–Lerch series

m(x, q, z) :=
1

j(z; q)

∑
r∈Z

(−1)rq(
r
2)zr

1− qr−1xz
(1.1)

that they developed in their work on mock theta functions [14]. Here, x, q and z are non-zero
complex numbers with |q| < 1, neither z nor xz is an integral power of q and

j(z; q) := (z)∞(q/z)∞(q)∞, (1.2)

where

(x)∞ = (x; q)∞ :=

∞∏
k=0

(1− xqk).

For integers 0 ≤ a < M , Hickerson and Mortenson considered the generating function for the
deviation of the rank from the average,

D(a,M) :=
∑
n≥0

(
N(a,M, n)− p(n)

M

)
qn. (1.3)

They found simply stated formulas for D(a,M) for any a and M in terms of sums of quotients
of theta functions and Appell–Lerch series.
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In this paper we apply the method of Hickerson and Mortenson to overpartition ranks. An
overpartition is a partition in which the first occurrence of each distinct part may be overlined [8].
Here there are two ranks of interest. The first is the same as for ordinary partitions, while the
second, called the M2-rank, is

M2-rank (π) =

⌈
ℓ(π)

2

⌉
− n(π) + n(πo)− χ(π),

where πo is the subpartition consisting of the odd non-overlined parts and χ(π) := χ(the largest
part of π is odd and non-overlined)1 [20]. As with partitions, there is an extensive literature on
overpartition ranks. Generating functions for ranks and rank differences for various small M
were computed in [1, 9, 13, 16–18, 21, 22, 27, 28], asymptotic properties were established in [6, 7],
and the modularity was investigated in [2, 10,24].

For integers 0 ≤ a ≤ M where M ≥ 2, we consider the overpartition rank deviations

D(a,M) :=
∑
n≥0

(
N(a,M, n)− p(n)

M

)
qn (1.4)

and

D2(a,M) :=
∑
n≥0

(
N2(a,M, n)− p(n)

M

)
qn, (1.5)

where N(a,M, n) denotes the number of overpartitions of n with rank congruent to a modulo
M , N2(a,M, n) denotes the number of overpartitions of n with M2-rank congruent to a modulo
M , and p(n) is the number of overpartitions of n. Note that

D(a,M) = D(M − a,M) (1.6)

and

D2(a,M) = D2(M − a,M), (1.7)

which follow from the symmetries [19,20]

N(a,M, n) = N(M − a,M, n)

and

N2(a,M, n) = N2(M − a,M, n).

Our main results are explicit computations for the pairs of deviations D(a,M)+D(a− 1,M)
and D2(a,M) + D2(a − 1,M) in terms of Appell–Lerch series and sums of quotients of theta
series. The fact that we consider pairs of devations is due to the form of the relevant generating
functions. It turns out that there is no loss of generality in doing this - see Remarks 1.4 and 1.5.

To state the results, let

∆(x, z1, z0; q) :=
z0J

3
1 j(z1/z0; q)j(xz0z1; q)

j(z0; q)j(z1; q)j(xz0; q)j(xz1; q)
(1.8)

1Throughout, we use the standard notation χ(X) := 1 if X is true and 0 if X is false.
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and

Ψn
k(x, z, z

′; q) := −
xkzk+1J3

n2

j(z; q)j(z′; qn2)

n−1∑
t=0

q(
t+1
2 )+kt(−z)tj(−q(

n+1
2 )+nk+nt(−z)n/z′, qnt(xz)nz′; qn

2
)

j(−q(
n
2)−nk(−x)nz′, qnt(xz)n; qn2)

,

(1.9)
where Jm := (qm; qm)∞ and j(z1, z2; q) := j(z1; q)j(z2; q). Following [14], we use the term
“generic” to mean that the parameters do not cause poles in the Appell–Lerch series or in the
quotients of theta functions.

Theorem 1.1. Let 2 ≤ a ≤ M . For generic z′, z′′ ∈ C, we have the following generating
functions:

(i) If a and M are even, then

D(a,M) +D(a− 1,M) = χ(a = M) + 2(−1)
a
2 q−

a2

4 m((−1)
M
2
+1q

M2

4
−aM

2 , q
M2

2 , z′)

− 2q−1Ψ
M
2
a
2
−1(q

−1,−1, z′; q2)

− 2

M

M−1∑
j=1

ζ
−aj

2
M
2

(1− ζjM )∆(ζ−2j
M q, ζjM ,−1; q2).

(1.10)

(ii) If a is even and M is odd, then

D(a,M) +D(a− 1,M) = −2q−( 2M−a
2

)2(−1)
2M−a

2 m(qM(a−M), q2M
2
, z′)

+ 2q−(M+1−a
2

)2(−1)
M+1−a

2 m(qM(a−1), q2M
2
, z′′)

− 2ΨM
2M−a

2

(q,−1, z′; q2) + 2ΨM
M+1−a

2

(q,−1, z′′; q2)

− 2

M

M−1∑
j=1

ζ−aj
M (1− ζjM )∆(ζ−2j

M q, ζjM ,−1; q2).

(1.11)

(iii) If a and M are odd, then

D(a,M) +D(a− 1,M) = χ(a = M)− 2q−(M−a
2

)2(−1)
M−a

2 m(qMa, q2M
2
, z′)

+ 2q−( 2M−a+1
2

)2(−1)
2M−a+1

2 m(qM(a−M−1), q2M
2
, z′′)

− 2ΨM
M−a

2

(q,−1, z′; q2) + 2ΨM
2M−a+1

2

(q,−1, z′′; q2)

− 2

M

M−1∑
j=1

ζ−aj
M (1− ζjM )∆(ζ−2j

M q, ζjM ,−1; q2).

(1.12)
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Theorem 1.2. Let 1 ≤ a ≤ M − 1. For generic z′, z′′ ∈ C, we have the generating function

D2(a,M) +D2(a− 1,M) = χ(a = 1) + 2(−1)aq−a2m((−1)M+1qM
2−2Ma, q2M

2
, z′)

+ 2(−1)aq−a2+2a−1m((−1)M+1qM
2−2M(a−1), q2M

2
, z′′)

+ 2ΨM
a (q,−1, z′; q2)− 2ΨM

a−1(q,−1, z′′; q2)

+
2

M

M−1∑
j=1

ζ−aj
M (1− ζjM )∆(ζjMq, q,−1; q2).

(1.13)

Remark 1.3. If a is odd and M is even, then D(a,M)+D(a−1,M) is computed from Theorem
1.1 (i) using the fact that

D(a,M) +D(a− 1,M) = D(M − a+ 1,M) +D(M − a,M),

which follows from (1.6).

Remark 1.4. Note that for M odd we have

D
(M + 1

2
,M
)
+D

(M − 1

2
,M
)
= 2D

(M − 1

2
,M
)
,

and so Theorem 1.1 can be used to find a formula for any single D(a,M). Thus, there is no
loss of generality in considering the pairwise sums of the rank deviations for M odd. A similar
remark applies in the case of the M2-rank in Theorem 1.2.

Remark 1.5. When M is even, there is also no loss in generality in considering the sums of
the rank deviations if one combines Theorems 1.1 and 1.2 with the formulas [3]

D(0, 2) = 2
(−q)∞
(q)∞

∑
n∈Z

(−1)nqn
2+n

(1 + qn)2
(1.14)

and

D2(0, 2) = 2
(−q)∞
(q)∞

∑
n∈Z

(−1)nqn
2+2n

(1 + q2n)2
. (1.15)

For an example, see Corollary 4.5.

Remark 1.6. The results in Theorem 1.1 may be compared with similar formulas of Zhang,
where only one rank deviation is involved in each case [29]. Her work is based on an erroneous
identity, however, casting some doubt on the veracity of her results (see [29, page 691], quoted
from [16, page 251]).

For small M the sums of quotients of theta functions in Theorems 1.1 and 1.2 simplify nicely
for certain choices of the free parameters z′ and z′′. We illustrate this in Section 4 for the
case of the ordinary overpartition rank when M = 3 and 6, and leave other examples to the
reader. In theory, Theorems 1.1 and 1.2 can be used to reduce the proof of any observed
generating function for D(a,M) or D2(a,M) to a verification of an identity involving modular
forms, although in practice, as M grows, this involves considerable bookkeeping and extensive
computations involving modular forms on Γ1(N). The computations can be simplified using a
dedicated computer package such as the one described by Frye and Garvan [12].
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While our focus here is on identities, we note that Theorems 1.1 and 1.2 can be used to estab-
lish the modularity of rank generating functions in arithmetic progressions. Note for example
that if we take z′ = z′′ = −1 then the non-modular part in equations (1.11)–(1.13) is supported
on only two arithmetic progressions modulo M . In a manner similar to how the work of Hicker-
son and Mortenson yields stronger versions of [4, Theorems 1.3 and 1.4] and [5, Theorem 1.1],
our results could be used to give statements like those in [2, Theorems 1.1 and 1.6], [10, Theorem
1.1] and [24, Theorems 1.1 and 1.2]. For more details on how this works, see [15, Section 7].

The paper is organized as follows. In Section 2, we discuss the relevant background on
properties of Appell–Lerch series and prove two key formulas for computing rank deviations.
In Section 3, we prove Theorems 1.1 and 1.2. In Section 4, we illustrate our results with two
examples (see Propositions 4.1 and 4.4) and show how one can recover certain rank difference
generating functions studied in [18,21].

2. Preliminaries

We begin by recalling the following two results on Appell–Lerch series which will play an
important role in our calculations. The first relates two such series with different generic pa-
rameters z1 and z0 [14, Theorem 3.3] while the second is an orthogonality result [14, Theorem
3.9].

Lemma 2.1. For generic x, z0 and z1 ∈ C∗

m(x, q, z1)−m(x, q, z0) = ∆(x, z1, z0; q), (2.1)

where ∆(x, z1, z0; q) is given by (1.8).

Lemma 2.2. Let n and k be integers with 0 ≤ k < n. Let ω be a primitive n-th root of unity.
Then

n−1∑
t=0

ω−ktm(ωtx, q, z) = nq−(
k+1
2 )(−x)km(−q(

n
2)−nk(−x)n, qn

2
, z′) + nΨn

k(x, z, z
′; q), (2.2)

where Ψn
k(x, z, z

′; q) is given by (1.9).

We also require [14, Eq. (3.2b))]

m(x, q, z) = x−1m(x−1, q, z−1) (2.3)

and the following well-known fact. Let ζn be an n-th root of unity and s ∈ Z. Then

n−1∑
j=0

ζsjn =

{
n if s ≡ 0 (mod n),

0 otherwise.
(2.4)

We now prove two key formulas which allow one to explicitly compute rank deviations. Let
N(m,n) denote the number of overpartitions of n with rank equal to m,

R(z; q) :=
∑
m∈Z
n≥0

N(m,n)zmqn (2.5)

and
S(z; q) := (1 + z)R(z; q). (2.6)
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Similarly, let N2(m,n) denote the number of overpartitions of n with M2-rank equal to m,

R2(z; q) :=
∑
m∈Z
n≥0

N2(m,n)zmqn (2.7)

and
S2(z; q) := (1 + z)R2(z; q). (2.8)

Proposition 2.3. We have

1

M

M−1∑
j=1

ζ−aj
M S(ζjM ; q) = D(a,M) +D(a− 1,M) (2.9)

and

1

M

M−1∑
j=1

ζ−aj
M S2(ζ

j
M ; q) = D2(a,M) +D2(a− 1,M). (2.10)

Proof. First note that from (2.5) and (2.6), it follows that

S(z; q) =
∑
m∈Z
n≥0

(
N(m,n) +N(m− 1, n)

)
zmqn

and so applying (2.4) yields

1

M

M−1∑
j=1

ζ−aj
M S(ζjM ; q) =

1

M

M−1∑
j=0

ζ−aj
M S(ζjM ; q)− 2

M

∑
n≥0

p(n)qn

=
∑
n≥0

(∑
k∈Z

N(kM + a, n) +N(kM + a− 1, n)

)
qn − 2

M

∑
n≥0

p(n)qn

= D(a,M) +D(a− 1,M).

Using a similar argument, (2.10) is obtained using (2.4), (2.7) and (2.8). □

3. Proofs of Theorems 1.1 and 1.2

Proof of Theorem 1.1. The overall strategy in proving (1.10)–(1.12) is to decompose the left-
hand side of (2.9) into sums which are amenable to simplification via (2.2) and (2.4). First, we
combine [19, Eq. (1.1)], [25, Eq. (2.10)] and [14, Eq. (4.7)] to obtain

S(z; q) = (1− z)(1− 2m(z−2q, q2, z)). (3.1)

We then apply (2.1) to switch the third parameter z in the Appell–Lerch series in (3.1) to −1
in order to avoid poles. This yields

1

M

M−1∑
j=1

ζ−aj
M S(ζjM ; q) =

1

M

M−1∑
j=1

ζ−aj
M (1− ζjM )(1− 2m(ζ−2j

M q, q2, ζjM ))

=
1

M

(
M−1∑
j=0

ζ−aj
M −

M−1∑
j=0

ζ
−(a−1)j
M

)
− 2

M

(
M−1∑
j=0

ζ−aj
M m(ζ−2j

M q, q2,−1)



RANK DEVIATIONS FOR OVERPARTITIONS 7

−
M−1∑
j=0

ζ
−(a−1)j
M m(ζ−2j

M q, q2,−1) +
M−1∑
j=1

ζ−aj
M (1− ζjM )∆(ζ−2j

M q, ζjM ,−1; q2)

)
.

(3.2)

To prove (1.10), we first use (2.4) to observe that the first two sums in the second line of (3.2)
equal 0 if a < M and 1 if a = M . For the third sum, we split it into two further sums. We then
reindex the resulting second sum by j → M

2 + j, use that ζ−2
M = ζ−1

M
2

, write a = 2t where t > 0,

apply (2.3) and take k = t− 1, n = M
2 , z = −1, x = q−1 and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ−aj
M m(ζ−2j

M q, q2,−1) =

M
2
−1∑

j=0

ζ−aj
M m(ζ−2j

M q, q2,−1) +

M−1∑
j=M

2

ζ−aj
M m(ζ−2j

M q, q2,−1)

= 2

M
2
−1∑

j=0

ζ−aj
M m(ζ−j

M
2

q, q2,−1)

= M(−1)t−1q−t2m((−1)
M
2
+1q

M2

4
−Mt, q

M2

2 , z′)

+ q−1MΨ
M
2
t−1(q

−1,−1, z′; q2).

For the fourth sum, we similarly split it into two further sums, then reindex the resulting second

sum by j → M
2 + j. We then use that ζ

M
2
M = −1 to obtain 0. In total, this yields (1.10).

To prove (1.11), we first use (2.4) to note that the first two sums in the second line of (3.2)
equal 0. For the third sum, we first use that if ζM is a primitive M -th root of unity, then so is
ζ2M as M is odd and then take k = 2M−a

2 , n = M , z = −1, x = q and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ−aj
M m(ζ−2j

M q, q2,−1) = Mq−( 2M−a
2

)2(−1)
2M−a

2 m(qM(a−M), q2M
2
, z′)

+MΨM
2M−a

2

(q,−1, z′; q2).

For the fourth sum, we take k = M+1−a
2 , n = M , z = −1, x = q and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ
−(a−1)j
M m(ζ−2j

M q, q2,−1) = Mq−(a+M−1
2

)2(−1)
a+M−1

2 m(qM−aM , q2M
2
, z′′)

+MΨM
a+M−1

2

(q,−1, z′′; q2).

In total, this yields (1.11).
Finally, to prove (1.12), we first use (2.4) to see that the first two sums in the second line of

(3.2) equal 0 unless a = M , in which case the sum is M . For the third sum, we take k = M−a
2 ,

n = M , z = −1, x = q and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ−aj
M m(ζ−2j

M q, q2,−1) = Mq−(M−a
2

)2(−1)
M−a

2 m(qaM , q2M
2
, z′)
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+MΨM
M−a

2

(q,−1, z′; q2).

For the fourth sum, we take k = 2M−a+1
2 , n = M , z = −1, x = q and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ
−(a−1)j
M m(ζ−2j

M q, q2,−1) = Mq−( 2M−a+1
2

)2(−1)
2M−a+1

2 m(qM(a−M−1), q2M
2
, z′′)

+MΨM
2M−a+1

2

(q,−1, z′′; q2).

In total, this yields (1.12). □

Proof of Theorem 1.2. The overall strategy in proving (1.13) is to decompose the left-hand side
of (2.10) into sums in which (2.2) and (2.4) are applicable. To do this, we first combine [23, Eq.
(2.2)] and [14, Eqs. (3.2a), (3.2b), (3.2e)] to obtain

S2(z; q) = −(1− z) + 2(1− z)m(zq, q2, q). (3.3)

We then apply (2.1) to switch the third parameter q in the Appell–Lerch series in (3.3) to −1
in order to avoid poles. This yields

1

M

M−1∑
j=1

ζ−aj
M S2(ζ

j
M ; q) = − 1

M

M−1∑
j=0

ζ−aj
M (1− ζjM ) +

2

M

M−1∑
j=0

ζ−aj
M (1− ζjM )m(ζjMq, q2, q)

= − 1

M

(
M−1∑
j=0

ζ−aj
M −

M−1∑
j=0

ζ
−(a−1)j
M

)
+

2

M

(
M−1∑
j=0

ζ−aj
M m(ζjMq, q2,−1)

−
M−1∑
j=0

ζ
−(a−1)j
M m(ζjMq, q2,−1) +

M−1∑
j=1

ζ−aj
M (1− ζjM )∆(ζjMq, q,−1; q2)

)
.

(3.4)

To prove (1.13), we first use (2.4) to observe that the first two sums in (3.4) equal 0 unless
a = 1, in which case we obtain 1. For the third sum, we take k = a, n = M , z = −1, x = q and
q → q2 in (2.2) to obtain

M−1∑
j=0

ζ−aj
M m(ζjMq, q2,−1) = Mq−a2(−1)am((−1)M+1qM

2−2Ma, q2M
2
, z′) +MΨM

a (q,−1, z′; q2).

For the fourth sum, we take k = a− 1, n = M , z = −1, x = q and q → q2 in (2.2) to obtain

M−1∑
j=0

ζ
−(a−1)j
M m(ζjMq, q2,−1) = Mq−a2+2a−1(−1)a−1m((−1)M+1qM

2−2M(a−1), q2M
2
, z′′)

+MΨM
a−1(q,−1, z′′; q2).

In total, this yields (1.13). □
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4. Rank differences revisited

In this section, we demonstrate the universality of our results for computing overpartition
rank deviation generating functions by exhibiting the cases M = 3 and 6 of Theorem 1.1. As
corollaries we show how to recover known generating functions for rank differences for overpar-
titions [18,21].

We will make use of the function

h(x; q) :=
(−q)∞
(q)∞

∑
n∈Z

(−1)nqn
2+n

1− xqn
, (4.1)

which appears frequently in generating functions for overpartition ranks in the literature and is
related to the Appell–Lerch series via [14, Eq. (4.7)]

h(x; q) = −x−1m(x−2q, q2, x). (4.2)

We also need the relations [25, Eq. (3.1)]

h(x; q) + h(−x; q) = 2
J4
2

J2
1 j(x

2; q2)
(4.3)

and

h(x; q) = h(x−1q; q). (4.4)

The latter follows upon replacing n by −n− 1 in (4.1).

Proposition 4.1. We have

D(3, 3) +D(2, 3) = −2q2h(q6; q9) +
1

3

J2J
6
3J18

J2
1J

3
6J

2
9

, (4.5)

D(2, 3) +D(1, 3) = 2D(2, 3) = 4q2h(q6; q9)− 2

3

J2J
6
3J18

J2
1J

3
6J

2
9

. (4.6)

Proof. We give details for (4.5). Equation (4.6) follows from (4.5) together with the fact that
for any n one has

N(3, 3, n) + 2N(2, 3, n) = p(n),

which gives

D(3, 3) + 2D(2, 3) = 0.

To begin, the case a = M = 3 of (1.12) with z′ = −1 and z′′ = q6 gives

D(3, 3) +D(2, 3) = 1− 2m(q9, q18,−1) + 2q−4m(q−3, q18, q6)

− 2Ψ3
0(q,−1,−1; q2) + 2Ψ3

2(q,−1, q6; q2)

− 2

3

2∑
j=1

(1− ζj3)∆(ζ−2j
3 q, ζj3 ,−1; q2).

(4.7)

Using (4.2) and the identity [14, Eq. (3.3)]

m(q, q2,−1) =
1

2
, (4.8)
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the first line on the right-hand side of (4.7) is

1− 2m(q9, q18,−1) + 2q−4m(q−3, q18, q6) = −2q2h(q6; q9). (4.9)

As for the second line, we expand the first term using (1.9) to obtain

Ψ3
0(q,−1,−1; q2) =

J3
18

j(−1; q2)j(−1; q18)

(
j(q12; q18)j(q3; q18)

j(−q9; q18)j(−q3; q18)

+ q2
j(q18; q18)j(q9; q18)

j(−q9; q18)j(−q9; q18)
+ q6

j(q24; q18)j(q15; q18)

j(−q9; q18)j(−q15; q18)

)
.

(4.10)

From (1.2), we have the following properties

j(x; q) = j(x−1q; q), (4.11)

j(qnx; q) = (−1)nq−(
n
2)x−nj(x; q). (4.12)

Using (4.11) and (4.12) we find that inside the parentheses on the right-hand side of (4.10), the
middle term vanishes and the other two terms cancel. This gives

Ψ3
0(q,−1,−1; q2) = 0. (4.13)

Next, we have from (1.9)

2Ψ3
2(q,−1, q6; q2) = 2

q2J3
18

j(−1; q2)j(q6; q18)

(
j(−q18; q18)j(−q9; q18)

j(q3; q18)j(−q3; q18)

+
j(−q6; q18)j(−q15; q18)

j(q3; q18)j(−q9; q18)
+ q−1 j(−q12; q18)j(−q3; q18)

j(q3; q18)j(−q15; q18)

)
,

(4.14)

which unfortunately does not appear to simplify in any significant way.
Finally, we treat the sum in the last line of (4.7). Using properties of ζ3 and a short compu-

tation we have

(1− ζ3)∆(ζ−2
3 q, ζ3,−1; q2) = −1

2
(1 + ζ3)

J1J
4
2J12

J3J3
4J6

,

(1− ζ23 )∆(ζ−4
3 q, ζ23 ,−1; q2) = −1

2
(1 + ζ−1

3 )
J1J

4
2J12

J3J3
4J6

,

and so

−2

3

2∑
j=1

ζ−j
3 (1− ζj3)∆(ζ−2j

3 q, ζj3 ,−1; q2) =
1

3

J1J
4
2J12

J3J3
4J6

. (4.15)

Comparing equations (4.7), (4.9) and (4.13)–(4.15), we are left to prove that

(4.14) + (4.15) =
1

3

J2J
6
3J18

J2
1J

3
6J

2
9

. (4.16)
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This is an identity between modular forms, which can be verified with the following finite
computation. Using the dictionary

j(−1; q) = 2
J2
2

J1
, j(q; q2) =

J2
1

J2
, j(−q; q2) =

J5
2

J2
1J

2
4

, j(q; q3) = J1,

j(−q; q3) =
J2J

2
3

J1J6
, j(q; q6) =

J1J
2
6

J2J3
, j(−q; q6) =

J2
2J3J12
J1J4J6

,

(4.17)

identity (4.16) may be written as

2q2
J2J12J

6
18

J2
4J

2
6J

2
9J36

+ q2
J2J6J

4
9J

2
36

J2
3J

2
4J

3
18

+ q
J2J9J12J

3
18

J3J2
4J6J36

+
1

3

J1J
4
2J12

J3J3
4J6

=
1

3

J2J
6
3J18

J2
1J

3
6J

2
9

. (4.18)

Multiplying both sides by J8
1J

7
6J

2
9/J2J18 and converting to the notation of modular forms using

the Dedekind eta-function, η(q) := q1/24J1, equation (4.18) is equivalent to

2
η8(q)η5(q6)η(q12)η5(q18)

η2(q4)η(q36)
+

η8(q)η8(q6)η6(q9)η2(q36)

η2(q3)η2(q4)η4(q18)
+

η8(q)η6(q6)η3(q9)η(q12)η2(q18)

η(q3)η2(q4)η(q36)

+
1

3

η9(q)η3(q2)η6(q6)η2(q9)η(q12)

η(q3)η3(q4)η(q18)
=

1

3
η6(q)η6(q3)η4(q6).

(4.19)

Now, using standard criteria for the modularity of quotients of eta-functions [26, Theorems 1.64
and 1.65], one may check that each of the five quotients above is a holomorphic modular form of
weight 8 and level 36. Therefore, using well-known bounds (e.g., [26, Theorem 2.58]), to establish
(4.19) we need only verify the q-expansions of both sides agree up to q48. This completes the
proof of (4.5). □

Proposition 4.1 can be used to recover the following overpartition rank difference generating
functions of the authors [21, Theorem 1.1].

Corollary 4.2. We have∑
n≥0

(
N(0, 3, 3n)−N(1, 3, 3n)

)
qn =

J4
3J2

J2
1J

2
6

, (4.20)

∑
n≥0

(
N(0, 3, 3n+ 1)−N(1, 3, 3n+ 1)

)
qn = 2

J3J6
J1

, (4.21)

∑
n≥0

(
N(0, 3, 3n+ 2)−N(1, 3, 3n+ 2)

)
qn = 4

J4
6

J2J2
3

− 6h(q; q3). (4.22)

Remark 4.3. We note that [21, Eq. (2)] has an extra −1 due to a difference of convention.
Here we have assumed that the empty overpartition of 0 has rank 0, and in [21] it was assumed
that the rank of the empty overpartition is undefined.

Proof of Corollary 4.2. From [11, Proposition 11] we have

J2
J2
1

=
J4
6J

6
9

J8
3J

3
18

+ 2q
J3
6J

3
9

J7
3

+ 4q2
J2
6J

3
18

J6
3

, (4.23)
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which gives

J2J
6
3J18

J2
1J

3
6J

2
9

=
J6J

4
9

J2
3J

2
18

+ 2q
J9J18
J3

+ 4q2
J4
18

J6J2
9

. (4.24)

Using (4.5), (4.6) and (4.24) we have∑
n≥0

(
N(0, 3, n)−N(1, 3, n)

)
qn = D(3, 3) +D(2, 3)− 2D(2, 3)

= −6q2h(q6; q9) +
J6J

4
9

J2
3J

2
18

+ 2q
J9J18
J3

+ 4q2
J4
18

J6J2
9

.

(4.25)

Equations (4.20)–(4.22) can now be read off using (4.4) and (4.25). □

Next, we turn to the case M = 6.

Proposition 4.4. We have

D(0, 6) +D(1, 6) =
2

3

J4
2

J2
1J6

, (4.26)

D(1, 6) +D(2, 6) = 2q2h(q6; q9)− 1

3

J2J
6
3J18

J2
1J

3
6J

2
9

, (4.27)

D(2, 6) +D(3, 6) = −2q2h(q6; q9) +
1

3

J2J
6
3J18

J2
1J

3
6J

2
9

− 2

3

J4
2

J2
1J6

. (4.28)

Proof. We need only show (4.26). Equation (4.27) follows from (4.6) and the fact that

D(1, 6) +D(2, 6) = D(1, 6) +D(4, 6) = D(1, 3),

while equation (4.28) follows from (4.26) and (4.27) together with

D(0, 6) +D(1, 6) +D(1, 6) +D(2, 6) = D(0, 6) +D(1, 6) +D(4, 6) +D(5, 6)

and
5∑

i=0

D(i, 6) = 0.

To begin we take a = 6 and M = 6 in (1.10) with z′ = −1 and apply (4.8) to find that

D(0, 6) +D(1, 6) = D(6, 6) +D(5, 6) = −2q−1Ψ3
2(q

−1,−1,−1; q2)

− 1

3

5∑
j=1

(1− ζj6)∆(ζ−2j
6 q, ζj6 ,−1; q2).

(4.29)

A short computation as in the proof of Proposition 4.1 gives

Ψ3
2(q

−1,−1,−1; q2) = 0,

leaving us to evaluate

−1

3

5∑
j=1

(1− ζj6)∆(ζ−2j
6 q, ζj6 ,−1; q2).
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To this end, we use (1.8) and properties of ζ6 to calculate that

(1− ζ6)∆(ζ−2
6 q, ζ6,−1; q2) = −1

2
(1− ζ−1

3 )
J6
2J

3
3J12

J3
1J

3
4J

3
6

,

(1− ζ26 )∆(ζ−4
6 q, ζ26 ,−1; q2) = −1

2
(1 + ζ3)

J1J
4
2J12

J3J3
4J6

,

(1− ζ36 )∆(ζ−6
6 q, ζ36 ,−1; q2) = 0,

(1− ζ46 )∆(ζ−8
6 q, ζ46 ,−1; q2) = −1

2
(1 + ζ−1

3 )
J1J

4
2J12

J3J3
4J6

,

(1− ζ56 )∆(ζ−10
6 q, ζ56 ,−1; q2) = −1

2
(1− ζ3)

J1J
4
2J12

J3J3
4J6

.

Together this gives

D(0, 6) +D(1, 6) =
1

6

(
3
J6
2J

3
3J12

J3
1J

3
4J

3
6

+
J1J

4
2J12

J3J3
4J6

)
.

To finish the proof of (4.26) we need to show that

3
J6
2J

3
3J12

J3
1J

3
4J

3
6

+
J1J

4
2J12

J3J3
4J6

= 4
J4
2

J2
1J6

.

This follows as in the proof of (4.18). We omit the details. □

As a first corollary of Proposition 4.4, we illustrate Remark 1.5 and find all of the rank
deviations modulo 6. Let T (q) denote the series on the right-hand side of (1.14).

Corollary 4.5. We have

D(0, 6) = −4

3
q2h(q6; q9) +

1

3
T (q) +

4

9

J4
2

J2
1J6

+
2

9

J2J
6
3J18

J2
1J

3
6J

2
9

, (4.30)

D(1, 6) =
4

3
q2h(q6; q9)− 1

3
T (q) +

2

9

J4
2

J2
1J6

− 2

9

J2J
6
3J18

J2
1J

3
6J

2
9

, (4.31)

D(2, 6) =
2

3
q2h(q6; q9) +

1

3
T (q)− 2

9

J4
2

J2
1J6

− 1

9

J2J
6
3J18

J2
1J

3
6J

2
9

, (4.32)

D(3, 6) = −8

3
q2h(q6; q9)− 1

3
T (q)− 4

9

J4
2

J2
1J6

+
4

9

J2J
6
3J18

J2
1J

3
6J

2
9

. (4.33)

Proof. By (1.14), (4.26) and (4.27), we have

D(0, 6) + 2D(2, 6) = D(0, 6) +D(2, 6) +D(4, 6)

= D(0, 2)

= T (q) (4.34)

and

2D(0, 6)− 2D(2, 6) = −4q2h(q6; q9) +
4

3

J4
2

J2
1J6

+
2

3

J2J
6
3J18

J2
1J

3
6J

2
9

. (4.35)

Adding (4.34) and (4.35) and multiplying by 1/3 gives the formula for D(0, 6) in (4.30). Equa-
tions (4.31)–(4.33) then follow from (4.30) and Proposition 4.4. □
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For our second corollary, we show how Proposition 4.4 can be used to recover the following
rank difference modulo 6 [18, Theorem 1.1].

Corollary 4.6. We have∑
n≥0

(
N(0, 6, n) +N(1, 6, n)−N(2, 6, n)−N(3, 6, n)

)
qn

=
J18j(q

9; q18)

J6j(q3; q18)2
+ 2q

J3
18

J6j(q3; q18)
+ 4q2

J3
18

J6j(q9; q18)
− 2q2h(−q3; q9).

(4.36)

Proof. Using (4.17) and (4.3) we find that (4.36) is equivalent to

D(0, 6) +D(1, 6)−D(2, 6)−D(3, 6)

=
J6J

4
9

J2
3J

2
18

+ 2q
J9J18
J3

+ 2q2h(q3; q9).
(4.37)

We also need the easily verified

J4
2

J2
1J6

=
J6J

4
9

J2
3J

2
18

+ 2q
J9J18
J3

+ q2
J4
18

J6J2
9

. (4.38)

Now using (4.38) along with (4.24), (4.26) and (4.28) gives (4.37), and the proof of (4.36) is
complete. □
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