BAILEY PAIRS AND INDEFINITE QUADRATIC FORMS, II. FALSE
INDEFINITE THETA FUNCTIONS

JEREMY LOVEJOY

ABSTRACT. We construct families of Bailey pairs (am, 3,) where the exponent of ¢ in a,, is
an indefinite quadratic form, but where the usual (—1)7 is replaced by a sign function. This
leads to identities involving “false” indefinite binary theta series. These closely resemble
g-identities for mock theta functions or Maass waveforms, but the sign function prevents
them from having the usual modular properties.

1. INTRODUCTION

Recall the standard g¢-series notation,

n

(@ = (a;q)n = [[(1 — ag"™), (1.1)

k=1

valid for non-negative integers n as well as in the limit as n — co. A pair of sequences (o, Or)
is called a Bailey pair relative to a if

n

Bu=d (1.2)

= (Dn—k(aQntr’

or, equivalently,

n

_1l-ag™ > (@)nsj(—1)"g("2") Bj.

Oy, =

(1.3)

Bailey pairs are fundamental objects in the theory of basic hypergeometric series, and many of
the most important results in the subject follow from their properties. For more background
and further details on Bailey pairs, see [1, 2, 4, 5, 8, 16, 20].

This paper is a sequel to [17]. In that paper, we constructed families of Bailey pairs
containing indefinite quadratic forms, motivated by the importance of such pairs in proving
famous identities like

b1@) = S (—ahug() = ((‘qﬁ)‘” S (LI 2ty (1

n>0 n>0
lil<n
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O'(q) _ Z _ Z (71)n+jqn(3n+1)/2—j2(1 _ q2n+1)‘ (15)
n>0 (=@)n n>0

li1<n

The first of these identities, due to Andrews [3, Eq.(6.7)], relates Ramanujan’s fifth order

mock theta function v (gq) to indefinite binary theta functions, providing “the necessary first

step in finding the transformation theory” of the fifth order mock theta functions [3, p. 114].

This transformation theory was later developed by Zwegers [21, 22]. The second identity, due

to Andrews, Dyson, and Hickerson [7], relates Ramanujan’s o-function to the ring of integers

of the real quadratic field Q(v/6) and the Fourier coefficients of a Maass waveform [7, 12].

The following theorem is just one example of the results in [17].

Theorem 1.1. [17, Theorem 1.1] Suppose that k, K > 1,0 </ <k and 0 <m < K.

(1) The sequences (a%k’K’e), ék’K’Z)) form a Bailey pair relative to q, where

n? n n i
| gUEFDnTRE (] _ g2l Z (—1)7 g~ (@F+177+20+1)5)/2 (1.6)

j=-—n

(k) _
" (1-q)

a

and
/B(kavg) — E ' quiIl Mgi (gt D)+ ("5 ) =5 mini =300
n
n>ngyg-—12>n120
(=1)"

X .
(q)n_nk+K—1 (q)nk+K—1—nk+K—2 T (q)m—m (q)nl

(ii) The sequences (a%k’K’é’m), ﬁ,(Lk’K’Z’m)) form a Bailey pair relative to 1, where

n

a(BELm) — (K+1)n®+(mt1)n Z (—1)1 g~ (@F+1)7*+(26+1)5)/2

e (1.8)
— x(n # O)q(K+1)n2—(m+1)n Z (_1)jq—((2k+1)j2+(2€+1)j)/2
j=—n+1
and
/quk,K,E,m) — Z qu{:Il n%+i+2?;1 "k+i+(nk2+1)72§;11 ni”iJrl*Zf:l ez
n>ngrg—1>>n1>0 (1'9)

(1™

X .
(Q)n*nmkﬂ (Q)nk+K—1*nk+K72 A Dng—ni1 (Qny

These Bailey pairs turned out to have a number of interesting applications. Along the lines
of (1.4) and (1.5), they were used to find families of g-hypergeometric mock theta functions
[17] and to construct families of g-series whose coefficients are the Fourier coefficients of
Maass waveforms [10]. Perhaps more surprisingly, they were key to finding expressions for
the colored Jones polynomials of torus knots and the WRT invariants of special 3-manifolds
14, 15)].
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The proofs in [17] used a certain iterative process starting from two “seed” Bailey pairs.
Given the applicability of the resulting pairs, we revisit this iterative process starting from
two different seeds. Our choices are particularly motivated by the appearance of sums like

N-1

S sgn(r)g ko= (1.10)
r=—N

in expressions for colored Jones polynomials of torus links (see for example [13, Eq. (2.4),
q = 1/q]) and Hecke-type identities for unimodal sequence generating functions [11, Lemma
4.17, m = —m). Here sgn(j) is the modified sign function defined by

, 1, ifj>0,
%DU%={1 it <0 (1.11)

Our first two main results are as follows. Note that the presence of the sign function sgn(j)
in place of (—1)7 is the only real difference between the o, in (1.12) and (1.14) and those in
(1.6) and (1.8). A similar comparison may be made between the a,, in (1.16) and (1.18) and
those in [17, Theorem 1.2].

Theorem 1.2. Let1 </ <k and 0 <m < K.
(k,K,8)  o(k,K,E)

(1) The sequences (o, , Bn, ) form a Bailey pair relative to q, where
(K+1)n?+Kn 1 — 2n+1 n
q q . _ _ ) _ .
N : _( ) S sgn(j)g (G0 HEDN/2, (1.12)
q =
@(Lk’K’e) -9 Z qu{:f)l(n§+i+nk+i)*(n’“;l)*Zf;f ninit1—3 1y it (")
n>ngyK—1>>n1>0
1yt (1.13)
X )
(q)n—nk+x_1 w (@ng—m (q>%l(1 +q™)
(1) The sequences (agﬁ’K’g’m), Br(Lk’K’g’m)) form a Bailey pair relative to 1, where
n
a%k,K,é,m) _ q(K+1)n2+mn Z Sgn(j)qf((Zkfl)j2+(2Zfl)j)/2
j=-n
- (1.14)
5 PN
—x(n # 0)q(K+1)n mn Z sen(f)q (2k—1)52+(2¢ 1)J)/27
j=—n+1
57(Lk’K’£’m) =2 Z qu{:_olni+i+z;1_ol”k+i_(”k2+1)_2§:_11 ninip1— g it (")
n>2ngtx—1>-->n1>0
(_1)nk+n1
X .
(Q)N—nk-ﬁ(—l T (Q)n2—n1 (Q)%l (1 + qnl)

(1.15)

Theorem 1.3. Let1 </ <k and 0 <m < K.
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(kK ,0) (kK0

(1) The sequences (o, ,Brn ) form a Bailey pair relative to q, where
(K+1)n?+Kn 1 — g2ntl1 ) )
(k0) _ 4 1-¢"") S san()g 0
olB0) sen(f)g Y, (1.16)
1—g¢q =
Bék,Kf) — Z q2£61(nz+i+nk+i)—("k2+l)_Zfz_ll nin,-_H—Zf:l ni+("12+1)
n>2ngyg—1>->n1>0
1yt (1.17)
X .
(q)nfnk+K,1 e (q)nQ*nl (Q)%l
(1) The sequences (au, (k, sz)7 5,(1k’K’é’m)) form a Bailey pair relative to 1, where
n
2 _ —
a;k,K,é,m) _ q(K+1)n +mn Z sgn(y) kj2—tj
j=—n
. (1.18)
T St
j=—n+1
Bk Lm) S gm0 Mt ST = (M)~ minin =iy mik (M)
n>ngp—1>>n1>0
" (_l)nker '
(q)n—nk+K,1 e (Q)n2—nl (q>7211
(1.19)

For our third main result, we give variants of the case m = 1 of the second parts of Theorems
1.2 and 1.3. This type of variant was useful in applications of Theorem 1.1 [10, 14, 15].

Theorem 1.4. Let 1 < ¢ <k and K > 0.
(k,K,0) (k,K )

(1) The sequences (o, , Bn, ) form a Bailey pair relative to 1, where
n—1
- o a2 o 10
alBEO — (1 — g2 (KA =n Z sgn(j)q (GE=D+2=15)/2, (1.20)
Jj=—n
BEKO g S ()T T e (5 e
n>ngyg—12>n12>0 (1‘21)
(1)t 1 g
X .
(Q)n*nkJrKﬂ T (q)nzfm (Q)%l (1 + qm)
(1) The sequences (aﬁf KE), Br(Lk’K’g)) form a Bailey pair relative to 1, where
n—1
2_ . _Li2_pi
a0 = (1= g?)gFHIm N " sen(j)g Y, (1.22)

j=—n



K—-1 +1 k—1 £—1 +1
IBT(Lkavg) — E qu:o ni_‘_i_(”kz )_Zizl nini+1_zi:1 "H‘(le )

> _1>>n1>0
NZ2Ng4+K—-12""2N12 (123)

(-1t (1 - gn)

8 (Q)n—nkJrK,l T (Q)n2—n1 (Q)?n ‘

As a first application of Theorems 1.2 — 1.4, we present some identities containing “false
indefinite binary theta series” multiplied by infinite products. We emphasize that the right-
hand sides of these identities are known mock theta functions if we replace sgn(j) by (—1)7.
Specifically, the case k = 2 and ¢ = 1 of the series on the right-hand side of (1.24) corresponds

o (1.4), and in general the right-hand side of (1.24) corresponds to the mock theta functions
n [17, Theorem 1.6 (4)]. The series in (1.25) correspond to the mock theta functions in [17,
Theorem 1.6 (1)], while the case (k,¢) = (t + 1,t) of the series in (1.26) corresponds to [15,
Theorem 1.3].

Corollary 1.5. The following identities hold.

(i) For 1 </{ <k we have

n +1 +1 k—1 ¢ +1
9 Z q( 2k— 51 )_A,_Zl - (nk+1+nk+l) (”kz )‘Zi:l NiNG41—D i—o ni+(n12 )
Ngg—12>-2n120

(_Q)nzkﬂ(_l)nk—i_nl
(q)n% 1—n2k—2 "' (q)nzfm(Q)%l(l + qm) (1'24)

. )oo Z sgn( kn2+k Dn+("51) - ((2k—1)j2+(2£—1)j)/2(1

X

o q2n+1 )
n>0
lil<n

(17) For 1 <{ <k and 0 <m < k we have

k— 1 k— ) 1
2 E q”% 120 nk+z+2 o i (nk; )_Zz:ll NiNi41—D ;0 ”i“'(nl;)
Nog—12->2n1>0
(fl)nk-i-m

(Dnak—1-nak—2 ** (Dno—my (Q)%l (14 q™)

n>0
lil<n

. Z Sgn(j)q(k+1)n2—mn—((2k:—1)j2+(2€—1)j)/2>‘

n>1
l7]<n—1

X
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(791) For 1 </ < k we have
+1 k—1 £—1 1
9 j : g2 142 Zl o MEL, 2<"k2 )—221-:1 nini41—2> ;1 ni+2("12+ )+2n1
Ngk—12-2n120

X (_Q)n%_l_l(_l)mﬁ-rﬂ(l _ q2nk—2n2)

(q2' q2)n2k 1—Ngk_g " (q2§ q2)n2—n1 (q2§ q2)%1 (1 + q2n1) (1'26)
00 Z sgn an —n—(2k—1)52—(20— 1)]( q2n)'
n>0
li|<n

For our second application of Theorems 1.2 — 1.4, we give identities for false indefinite
binary theta series without infinite products. We note that the coefficients of the first two are

the Fourier coefficients of Maass waveforms if we replace sgn(j) by (—1)/ — see Proposition
3.2 of [10).

Corollary 1.6. The following identities hold.
(1) For 1 </{ <k we have

2 Z q(n% 1“)4‘21 on2 (") =i ninap = (ML) 4

Nog—12-->n12>0

(q)n2k7171(_1)n2k*1+nk+n1(1 _ anfné)
) " n (1.27)
(Q)n% 1—Nog—2 " (Q)nz—m (Q)nl(l +4q )

_ Z Z )"sgn(j lm —n+("H1)- ((2k—1)j2+(2€—1)j)/2(1_i_qn)‘

n>1j=—n

(ii) For 1 < { < k we have
2 S (PETIEIE e () S et ()

nog—1>-2>2n120

(Q)n2k71 (_1)n2k_1+nk+n1

X
(q)n2k717n2k72 e (Q)ngfn:[ (q)%l (1 + qnl) (128)
_ Z (_1)nsgn(j)qlm2+(k—1)n+(";1)—((2k—1)j2+(2e—1)j)/2(1 _ q2n+1).
n>0
l7]<n

(791) For 1 </ < k we have
Z q("zk 1+1)+ZZ 0 (nk+l+nk+z) (n’“;l)*Zf;ll ninip1—3 i, ni+("12+1)
ngg—1>->n120
(Q)n%,l (_1)n2k—1+nk+n1
(q)n2k717n2k72 o (Q)’n&*nl (q)%l (129)

= Z (_1)nsgn(j)qknzﬂk*l)"*(n;l)*kj?Jj(1 _ o,

n>0
lil<n
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The rest of the paper is organized as follows. In the next section we collect the necessary
background on Bailey pairs, including one lemma that we prove in Section 3. In Section 4 we
prove the main results. We conclude in Section 5 with some remarks.

2. BAILEY PAIRS

With the exception of Lemma 2.5, which will be proved in the next section, the key results
on Bailey pairs needed for the proofs of the main theorems are the same as those in part 1
of this series [17, Sections 2 and 3]. For the benefit of the reader, we reproduce these results
here. All of the results describe methods for producing new Bailey pairs from existing ones.
We begin with the classical Bailey lemma.

Lemma 2.1. [2, p. 270] If (ap, Bn) is a Bailey pair relative to a, then so is (al,, f),), where

r_ (b)n(C)n(aq/bc)”a
~ (aq/b)n(ag/c), " (2.1)

(67

and

;N\~ 0i(e)r(ag/bc)n—k(ag/be)*
Bn_k:o (aq/b)n(aq/c)n(q)n—k B (2.2)

Repeated application of (2.1) and (2.2) is called “iterating along the Bailey chain.” We will
most often require the case b, ¢ — oo, which gives the Bailey pair relative to a,

/ 2

a, =a"q" ap (2.3)
and ,
n aqu’

B=Y ———B (2.4)

The second result follows from the “Bailey lattice” [1, p. 59], as detailed in [17, Section 3],
and allows us to change a Bailey pair relative to ¢ to one relative to 1 while fixing 3,,.

Lemma 2.2. [17, Section 3] If (o, 8n) is a Bailey pair relative to q, then (o, BL) is a Bailey
pair relative to 1, where afy = oy and forn > 1,

;o 1—q  ¢#1-g)
I T T

o Qp—1 (2.5)

and
By, = B (2.6)

The next lemma also allows us to fix the (,, this time changing a to aq. This result will
also be used in the proof of Lemma 2.5 below.

Lemma 2.3. [16, p. 1510] If (an, Bn) is a Bailey pair relative to a, then (o, 8),) is a Bailey
pair relative to aq, where
,_ (L= ag> ) (ag/b)n(=0)"q"" V2 T~ (),

o = _\—T —r(r—l)/Qar )
" (1 —aq)(bq)n ;) (aq/b)r( b 27

and
(0)n
(0a)n

B = B (2.8)
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Observe that Lemma 2.3 with a = 1 and b — 0 gives the Bailey pair relative to g,

2 n
¢ (- S~ e
a%:ﬁzq T (2.9)
7=0
and
By, = B (2.10)
The following lemma gives the so-called “dual” Bailey pair. It allows us to introduce
negative powers of ¢ in the a,.
Lemma 2.4. [2, pp. 278-279] If (an, Bn) = (an(a, q), Bn(a,q)) is a Bailey pair relative to a,
then so is (al,, B),), where
of, = a"q" an(a™t, qg7t) (2.11)
and
Bl = afanntnﬂn(a*l, g h. (2.12)
Our last lemma will be proved in the following section.

Lemma 2.5. If (ay, 5y) is a Bailey pair relative to 1, where

an:{L ifn=0, (2.13)

qAnz(q(A_l)n —q~ A=) otherwise,

then so is (al,, B1,), where

— ¢4, otherwise,

| fn=
a;:{’ ifn=0, (2.14)

and

B = 4" Bn. (2.15)

3. PROOF OoF LEMMA 2.5

In this section we establish Lemma 2.5 as a corollary of Lemmas 3.1 and 3.2 below. This
might be done more directly, but the two auxiliary lemmas may be of independent interest —
especially Lemma 3.2, which appeared in a preprint version of [16] but not in the published
version.

Lemma 3.1. If (o, ) is a Bailey pair relative to aq, then (v, —~,,_1,5,,) is a Bailey pair
relative to a, where 7' =0,

o (1—-aq)q"

7n - (1 o aq2n+1)an7 (31)

and
By = q" B (3.2)
Proof. If (o, Br) is a Bailey pair relative to ag, then by (1.3) we have

n n7j+1)

1—aq)q" an»—lnfj(z )
(i _ aqu(il)a” = Z (24) +J((q)i_j : ¢’ Bj-

Jj=0



Using the notation in (3.1), we then have

n . n—j+1 n—1 . n—j
aq)p4i —1 n_]q( 2 ) . aq)nti— —1 n—]—lq( 2 ) .
o = 3 s S () 5,
=0 q)n—j =0 q)n—j—1
n . n—j
aq)nri—1(—1 nqu( 2 ) n i i
:Z( ) +J z() ) ]ﬁ] (( +]) ]+(1_q J))
=0 q)n—j
n . n—j
aq)pti—1(—1 ”*Jq( 2 ) : "
_ ( ) +J z() ) qjﬂj(l _aq2 )
=0 q)n—j
1= ag? S @iy (1))
T l-a @ @B
=0 q)n—j
The result now follows from the definition of a Bailey pair in (1.3). O

Lemma 3.2. If (ay,3,) is a Bailey pair relative to a, then so is (v, — Vh_1, %), where

7,—1 = 0;
, (ag/b)n(=b)ng" D2 I (b),(—b) gD 20,

n - 5 3.3
k () 2 (agb), (33)
and

(0)ng"

(b0)n (3.4)
Proof. This follows from an application of Lemma 3.1 to Lemma 2.3. O

We are now ready to prove Lemma 2.5.

Proof of Lemma 2.5. Setting b =0 and a = 1 in Lemma 3.2, equations (3.3) and (3.4) read

n
2 .2
T=q""T"Y q o,
r=0
/B;L = qnﬁn-

The second equation above is (2.15). To obtain (2.14), we use (2.13) in the first equation
above and find that for n > 1,

(ZqA12+A1 Zq(A 1)r—A1)>
n (Z q(A—l)r2+(A—1)r _ Zq(A—l)r2—(A—1)r>
r=0 r=1

n2+nq(A—1)n2+(A—1)n7 n?—-n_(A-1)(n—1)2+(A-1)(n—1)

=4q q q

2 —
qAn (qAn —q An)

as desired. 0

Y
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4. PROOFS OF THE MAIN RESULTS

In this section we prove the main results. We begin with proofs of Theorems 1.2 and 1.3.
The step-by-step process is similar to the one described in Section 3 of [17].

Proof of Theorem 1.2. Step 1. Begin with the Bailey pair relative to 1 [19, p. 468],

1, if n =0,
oy = n2 " " 4.1
" qT(f—(f?), ifn>0 (4.1)
and
2 n
8, = q (4.2)

(@21 +q")
Step 2. Alternately applying (2.3) and (2.4) (with a = 1) and Lemma 2.5 £ — 1 times, for
¢ > 1, we obtain the Bailey pair

Rt if n =20, 43
Qn = q((2£—1)n2+(2e—1)n)/2 _ q((2€—1)n2—(26—1)n)/2’ if n >0, (4.3)

and
qu;ll ”?""Zf:l ez

P = o =2 : (4.4)

‘ nZZ"'ZanZO (q)ng—ng_l e (q)ng—nl (q)%l (]. + qnl)
Step 3. Next we apply (2.3) and (2.4) k — ¢ times with a = 1, for k£ > ¢, to obtain

1, ifn=0,

Qpn = {q((Qk—l)n2+(2£—1)n)/2 _ q((2k—1)n2_(2€—1)n)/2? ifn>1, (4.5)

and
q— 1" i=1
==z 3 1)

np>-->n1>0 (q)nk—nkﬂ T (q)m—m (q)%l(l + qm)‘

Step 4. Using Lemma 2.4 to compute the dual Bailey pair gives

1, ifn=0, e
Qn = g~ (@h=3)n—(20-1)n)/2 _ ((~(2k=3n2+20-Dn)/2 i p 5 ) (4.7)

and
n = i nini =i it (M) (_ym
B = Py = 2(~1)g () N STy
ng>->n1>0 (Dng—ni—y ** (Dno—ma (Q)m(l +q™)
Step 5. An application of (2.9) and (2.10) gives a Bailey pair relative to g,
2 n
qn 1_q2n+1 o a2 Y
ay = (1_) Z sgn(j)g (kD" +2-1)7)/2 (4.9)
¢ =
n _Z§;11 ”ini+l—25:2 ”i+(n12+1) —1)ym
B = oy =2(-1)g () S 1 =) (4.10)

nkzznlzo (Q)le—nk71 T (Q)n2_n1 (Q)TQ’Ll(]' + qnl) .
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Step 6. Now apply (2.3) and (2.4) m times with a = ¢, for m > 0, to obtain

q L
an = . > sen(j)q

m+1)n2+mn n n
gmHDntmn (] _ g2ntl) (2k=1)52+(20-1)j)/2 (4.11)

j=—n

Bn = 5nk+ -9 Z q ot ) — () =S nina =l i (ML)
m

Ngtm=2N120

(1)t (4.12)
X .
(Q)nk+m*”k+m71 T (Q)nzfm (Q)%l (1 + qm)
For m = K this gives part (i) of Theorem 1.2.
Step 7. Using (2.5) and (2.6) we have
= q(m+1)n2+mn Z Sgn(j)qf((Qkfl)j2+(2€fl)j)/2
e (4.13)
- X(n 7& O)Q(m+1)n27mn Z Sgn(j)qf((Zkfl)jQJr(%fl)j)/Z’
j=—n+1
Bn = 5nk+ =2 Z ngal(ni+i+”k+i)*(nk2+l)*ngll ninip1=35_ ni+ (")
Mg > 21120
(1w (4.14)
X .
(q)nk+m_nk+m—1 T (q)m—m (Q)%l (1 + qm)
Step 8. Finally we use (2.3) and (2.4) K —m times with a = 1, yielding
ay, = qEFDnrmn Z Sgn(j)q—((2k—1)j2+(2f—1)j)/2
e (4.15)
— x(n # O)Q(K+1)n2—mn Z Sgn(j)q—((Qk—l)j2+(2Z—1)j)/2’
j=—n+1

K=1 2 -1 +1 k—1 ¢ +1
Brn = By =2 E qzi:o it it mei— (M) =i i =i nat (M)

Ngtx>2>n12>0

(et (4.16)

(Q)nk+K—nk+K71 T (Q)nz—nl (Q)%l (1 + qnl) ‘
This completes the proof. ]

X

Proof of Theorem 1.3. The proof of Theorem 1.3 follows the same steps as above, except that
we start with the Bailey pair relative to 1 [19, p. 468],

1 if n=
an =1, . in=0, (4.17)
" (" —q™), ifn>0

and

Brn =<5 (4.18)



12 JEREMY LOVEJOY

We follow Steps 2-3 as before and then at Step 4 the dual Bailey pair relative to 1 is

1, if n=20,
Qn = {q—(k—l)nZ—Zn _ q—(k—l)nQ—&—Zn’ ifn >0, (419)

and
n = i =i (") (L ym
Bo = By, = (—1)g= (") 3 g <2 ) , (4.20)
> >n1>0 (q)”k_”kfl e <Q)n2—n1 (q)nl
and at Step 5 the Bailey pair relative to ¢ is
n> 2n+1 n
1— 12 g
n = q(l_(]) sgn(])q kj<—Lj (4_21)
q =
and
n =Y im0 nat (M) _1ym
B = o, = (g (") 3 - (2 ) (4.22)
> >m1 >0 (q)nk_nk—l o (Qng—ny (q)m
Following Steps 6-8 as before gives the result. O

We now turn to the proof of Theorem 1.4. For this, we need a lemma.

Lemma 4.1. We have the following Bailey pairs.
(1) Let 1 < € < k and K > 0. The sequences (cu,, By) form a Bailey pair relative to 1,

where

1) anzO,
Oy = 2k—1 20—3 2k—1 20—3 4.23
% {q(K+1)n2—<2>”2—( S (eae G B, (4.23)
and

Zf:?)l niﬂ—("";l)—Ef;f "i”i+1_2f;% ”i+(n12+1)+n1 <_1)nk+n1

(Q)n—nk+K71 T (Q)nz—m (Q)%l (1 + qm)

Bn =2 Z 1

n>ngyg—12>n12>0

. (4.24)

(1i) Let 1 < ¢ < k and K > 0. The sequences (ay, Byn) form a Bailey pair relative to 1,

where
17 Zf n = O’
Oy = {q(K-‘rl)n?_an—(f—l)n _ @A k(= n e S ) (4.25)

and

o= 2

n>ngyg—122n120

(S (8-S S e () e

Dnmerrer @mam (@2, (4.26)

Proof. We begin with part (i¢). First suppose that ¢ > 2, and start with the Bailey pair
relative to 1 in (4.7) and (4.8), with ¢ replaced by ¢ — 1. Iterating this K times along the
Bailey chain in (2.3) and (2.4) gives the required Bailey pair in (4.23) and (4.24).
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For the case £ = 1 we start with the Bailey pair relative to 1 [19, p. 468],

1, if n=0,
Op =< 2 n n 4.27
" qz (q_f—cﬁ), ifn>0 (4.27)

and
A — (4.28)
@i+ ) '
We iterate k — 1 times using (2.3) and (2.4) and then compute the dual Bailey pair to obtain
1, if n =0,

Q= q_(2k2—3)n2 (q% _ q_%) , fn> 07 (429)

and
q Zfz_ll nim‘+1+(n12+1)+n1 (_1)n1

— 8, =2(—1)%g~ (") ,

Bn 6nk ( ) q nkz_%:nlzo (Q)nk—nk_1 .. (q)n2_n1 (q)%l(l + qnl)

Iterating K more times using (2.3) and (2.4) gives (4.23) and (4.24) when ¢ = 1.

For part (i7) we again begin by assuming that ¢ > 2. Taking the Bailey pair in (4.19) and

(4.20) with ¢ replaced by ¢ — 1 and then iterating K times along the Bailey chain using (2.3)
and (2.4) gives (4.25) and (4.26) for ¢ > 2.

For ¢ = 1 note that in (4.25) we have a,, = x(n = 0) independently of K and k. This

corresponds to [19, p. 468]

(4.30)

1
=z

In order to write 3, in the form of (4.26) we use the Bailey chain and the dual Bailey pair
as above. Namely, we iterate k — 1 times using (2.3) and (2.4) and then compute the dual
Bailey pair to obtain

571 - Bnk - (_l)nkqi(nk;l) Z

nE>->nq >0 <q)nk—nk—1 U (q)n2—m (Q)%l

(4.31)

g S s (M) (_pym

(4.32)

Then we iterate K more times using (2.3) and (2.4), giving (4.25) and (4.26) when ¢ = 1.
(Note that (3, never actually changed here, only the form in which it was written.) O

Proof of Theorem 1.4. The case m = 1 of the second part of Theorem 1.2 gives
ﬁn =2 Z qu{:f)l ”%+i7(n2k)7zf;11 ninﬂrl*zgﬂ ”i+(n12+1)+"1

n>ngyrg—1>2>n1>0

(1wt (4.33)

D s @npna ()2, (1 + ¢70)

and
n

j=—n
n—1
— x(n # O)q(K+1)n2—n Z Sgn(j)q—((Qk—l)j2+(2e—1)j)/2
j=—n+1
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n—1
= —(1- an)q(K+1)n2—n Z Sgn(j)q—((2k—1)j2+(2€—1)j)/2
j=—n
1, if n =0,
+ q(K+1)n2—%n2—@n B q(K+1)n2_(2k2 12y (23) 3>n7 fm >0, (4.34)

Comparing equations (4.33) and (4.34) with part (i) of Lemma (4.1) and using the linearity
of Bailey pairs, we have that (a,,3,) is a Bailey pair relative to 1, where

n—1
"= (1 o q2n)q(K+l)n2fn Z sgn(j) —((2k—1)524(2¢-1)5)/2 (4.35)
j=-—n
and
Bn =2 Z quol ny = (M) =i nini =i et (M)
n>2ngrg—1>-->n1>0
(71)nk+n1
X
(Q)n Ng+rx—1 """ (Q)n2—n1 (Q)%l (1 + qnl)
O S > I L > S P O
n>ngyg-—12->n1>0
- (4.36)
X
(@)n— Nptr—1" " (@na—n (q)%l (14q™)
=2 Z Zfo nk+z (nkzﬂ)_zgll ”i”iﬂ_zf;% ”i+(n12+1)+”1

n>ngyg-—12-->n1>0
(1)t 1= )
(q)n*nkJrK—l e (Q)m*nl (Q)%l (1 + qm)

This gives the first part of the theorem. The second part follows in exactly the same way,
using the case m = 1 of part (i) of Theorem 1.3 along with part (i7) of Lemma 4.1. The
details are omitted. O

We are now ready to prove Corollaries 1.5 and 1.6. We begin by collecting some standard
consequences of the Bailey lemma.

Lemma 4.2. We have the following identities.
(1) If (an, Bn) is a Bailey pair relative to 1, then

Z qn2ﬁn = (1 Z anO[m (4.37)

n>0 q>°° n>0
> (—D)ang"Buld®) = Joo Z 1 + q2n an(d). (4.38)
n>0 n>0

n+1)

n+1 1) ( 2
> (@n-1(-1)"q ("2 )BR—Z%OQ% (4.39)

1 _nn
n>1 n>1 q
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(ii) If (o, Bn) is a Bailey pair relative to q, then

Z( q)nq(nJrl = oo Z n<2H an, (440)

n>0 n>0
S @n(-1)"q" )3, = (1 - q)Z( 1)"q(" ). (4.41)
n>0 n>0

Proof. Using (2.1) and (2.2) in (1.2) and letting n — oo, we have that if (a,, 5,) is a Bailey
pair relative to a, then

> 0)n()nlaq/be)" B = (aq/ D)oo(ad/C)oc Z o /b n(ag/be)” | (4.42)

= (aq)oo(aq/bC)oc 2= (ag/c)n

Now, with a = 1, equation (4.37) follows from taking b, ¢ — oo in (4.42), equation (4.38) by
setting (¢,b,¢) = (¢?,—1,—¢q), and equation (4.39) by taking the derivative %\bzl and then
letting ¢ — oo. With a = ¢, equations (4.40) and (4.41) follow from letting b — oo and taking
c=Tq. O

Proof of Corollaries 1.5 and 1.6. The identities in Corollaries 1.5 and 1.6 now follow readily
upon substituting one of the Bailey pairs from Theorems 1.2 — 1.4 into one of the equations
in Lemma 4.2. We have restricted to K = k — 1 for simplicity. Specifically, in Corollary
1.5, equation (1.24) follows from substituting the Bailey pair in (1.12) and (1.13) into (4.40),
equation (1.25) follows from substituting (1.14) and (1.15) into (4.37), and equation (1.26)
follows from substituting (1.20) and (1.21) into (4.38). In Corollary 1.6, equation (1.27) follows
from substituting the Bailey pair in (1.20) and (1.21) into (4.39), equation (1.28) follows from
substituting (1.12) and (1.13) into (4.41), and equation (1.29) follows from substituting (1.16)
and (1.17) into (4.41). O

5. CONCLUDING REMARKS

We close with several remarks. First, while Theorems 1.2 — 1.4 involve only quadratic
forms of the type

(K + 1)n? +mn — ((2k — 1)52 + (20 — 1)5)/2 (5.1)
and
(K +1)n? + mn — kj? — 0], (5.2)
Bailey pairs with quadratic forms of the type
(2K +3)n* + (2m + 1)n)/2 — ((2k — 1)5% + (20— 1)7)/2 (5.3)
and
(2K +3)n® + (2m + 1)n)/2 — kj* — ] (5.4)

can be easily constructed as well. The simplest way to do this is to just apply the Bailey
lemma to Bailey pairs containing the quadratic forms in (5.1) or (5.2). For example, if (cv,, 55)
is a Bailey pair relative to ¢, then (2.1) and (2.2) with b = —¢ and ¢ — oo gives

a;’b = q(n;rl)an
Second, in the special case K = k of Theorem 1.1, the 8, admit a simplification from
(2k — 1)-fold sums to (k — 1)-fold sums, as detailed in [14, Sections 3 and 5] or [10, Section

3.2]. Indeed, this simplification revealed that those 3, are polynomials, a fact which played
an important role in connection with Maass waveforms [10] and knot theory [14]. Some kind
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of simplification of certain instances of the 3, in Theorems 1.2 — 1.4 may also be possible,
but we have not pursued this.

Third, there are expressions for mock theta functions in terms of indefinite binary theta
functions which do not appear to be covered by the Bailey pairs in [17]. For instance, if ¥(q)
denotes Ramanujan’s third order mock theta function

n2

q
V() =) (5:5)
; (434%)n
Andrews [6] showed that
n 2n2+n _ ,6n+6 - 7(j+1)
1+ (g Z (1=¢"9)> g (5.6)
n>0 Jj=0
and Mortenson [18] showed that
2 Jj==

Neither sum on j in these two equations figures in the results in [17], suggesting that it may
be worthwhile to further explore our iterative method using seeds from [19] other than the
ones used here or in [17].

Finally, given the similarities between indefinite binary theta series related to mock theta
functions and Maass waveforms and the false indefinite binary theta series in Corollaries 1.5
and 1.6, one wonders about the possibility of any modular properties in the false case. It is
known that modular completions can be constructed for certain false binary theta functions
when the quadratic form is positive definite — see [9], for example. It remains to be seen if
the same is true for indefinite quadratic forms.
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